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Abstract
Zeno hybrid automata are hybrid systems that can exhibit infinitely many discrete transitions in a finite time interval. Such automata arise due to modeling simplifications and may deteriorate simulation efficiency and accuracy considerably. Some basic properties of Zeno hybrid automata are explored. Possible ways to extend a simulation beyond the Zeno time are suggested. It is shown that for a particular class of Zeno hybrid automata, Filippov solutions give a natural extension.

1 Introduction

Despite considerable recent progress towards the development of formal controller synthesis and analysis methods for hybrid systems [23, 6, 16], design evaluation through simulation remains an invaluable tool. The simulation of hybrid systems poses a number of theoretical and computational problems, not encountered in conventional continuous systems. These problems include guard crossing, lack of existence of solutions for certain initial conditions, lack of uniqueness of solutions, and a situation where the model of the system being simulated takes an infinite number of discrete transitions in a finite amount of time. The latter is referred to as Zeno. The problems of blocking and non-determinism have been addressed formally for several classes of hybrid systems [25, 9, 15]. However, the Zeno phenomenon may still make hybrid simulation imprecise and time-consuming. Several simulation packages, such as Dymola [8], Omola [19], and SHIFT [7], have been developed for hybrid systems. Some of them use numerical routines for detection of discrete transitions. The mixed continuous-time and discrete-event simulation is efficient and accurate. In some cases, however, the simulation problem is generically difficult and time-consuming due to fast switching between the discrete states. The reason for this is that the state-of-the-art numerical solvers divide the simulation problem into sequences of regular continuous simulations and instances of solving algebraic equations for the transition times [3]. Therefore the simulation get stuck when a large number of transitions appear in a short time interval.

Zeno hybrid automata give infinitely many transitions in finite time. They have only been studied to some extent [1, 10, 4, 2], even if Zenoness is an important property of systems all kind of systems with mixed continuous and discrete dynamics. Physical systems are not Zeno. But due to modeling simplification, models of real systems can be Zeno. In complex hybrid systems, it may be difficult to
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detect Zeno. Therefore, it would be nice if simulation softwares could detect Zeno and either resolve the Zeroness automatically or with support from the user.

The main contribution of this paper is to show some basic properties of Zeno hybrid automata together with possible methods to resolve Zeroness. A number of Zeno systems is presented. They are simple in their setup, but still illustrate several interesting phenomena. Motivation for the work is to support the development of general-purpose simulation tools, such as Dymola, Omola, and SHIFT. These packages are not restricted to certain classes of system, such as mechanical or chemical systems, which makes the problem challenging. Zeno systems or systems close to Zeno have been studied in the literature in particular cases. Averaging techniques have been fruitful when analyzing mechanical impact oscillators [21], DC/DC buck converters [5], and relay feedback systems [11]. In this paper we briefly outline averaging for general hybrid systems. Regularization is another possible way to analyze Zeno hybrid automata that we described. It was shown in [12] that the relaxed solution may be depending on the way the regularization is performed. A third approach to analyze Zeno systems is to restrict the attention to a class of hybrid automata that we will denote Filippov automata. These are described by a number of closed subsets of $\mathbb{R}^n$ with disjoint interiors and with a smooth vector field in each set. Zeno may in these systems arise if the boundary of two sets intersect and the vector field in each set is pointing out of the set. Such Zeroness can be resolved by introducing a sliding mode solution as the continuation beyond the Zeno time. This was suggested in [18].

The outline of the paper is as follows. In Section 2 the formal notation of hybrid automata is presented. Zeno hybrid automata is introduced in Section 3, by illustrating their variations by examples. Section 4 presents some convergence results for Zeno executions. We propose methods in Section 5 for extending Zeno executions to infinity. Some conclusions are given in Section 6.

## 2 Hybrid Automata

In this section we present some background material, such as definitions of hybrid automaton and executions. The definitions are based on [16, 12]. We start by recalling some notation.

For a finite collection $V$ of variables, let $V$ denote the set of valuations of these variables. We use lower case letters to denote both a variable and its valuation. We refer to variables whose set of valuations is finite as discrete and to variables whose set of valuations is a subset of a Euclidean space as continuous. The Euclidean norm is denoted $\| \cdot \|$ and the convex hull $\text{co}\{ \cdot \}$. For a subset $U$ of a topological space we use $\overline{U}$ to denote its closure, $U^\circ$ its interior, $\partial U$ its boundary, $U^c$ its complement, $|U|$ its cardinality, and $2^U$ the set of all subsets of $U$. We use $\wedge$ to denote the logical "and", and $\lor$ to denote the logical "or".

**Definition 1 (Hybrid Automaton)**

A hybrid automaton $H$ is a collection $H = (Q, X, \text{Init}, f, I, E, G, R)$, where

- $Q$ is a finite collection of discrete variables;
- $X$ is a finite collection of continuous variables with $X = \mathbb{R}^n$;
- $\text{Init} \subseteq Q \times X$ is a set of initial states;
- $f : Q \times X \to TX$ is a vector field, Lipschitz continuous in its second argument;
- $I : Q \to 2^X$ assigns to each $q \in Q$ an invariant set;


• $E \subset Q \times Q$ is a collection of edges;

• $G : E \rightarrow 2^X$ assigns to each edge $e = (q, q') \in E$ a guard; and

• $R : E \times X \rightarrow 2^X$ assigns to each edge $e = (q, q') \in E$ and $x \in X$ a reset relation.

We refer to $(q, x) \in Q \times X$ as the state of $H$. Pictorially, a hybrid automaton can be represented by a directed graph, $(Q, E)$, with vertices $Q$ and edges $E$. With each vertex, $q \in Q$, we associate a set of continuous initial states $\text{Init}_q = \{x \in X : (q, x) \in \text{Init}\}$, a vector field, $f_0(x) = f(q, x)$, and an invariant, $I(q)$. With each edge, $e \in E$, we associate a guard, $G(e)$, and a reset relation $R(e, x)$.

**Definition 2 (Hybrid Time Trajectory)**
A hybrid time trajectory $\tau = \{I_i\}_{i=0}^N$ is a finite or infinite sequence of intervals of the real line, such that

• $\tau_i \leq \tau'_i$ for $i \geq 0$ and $\tau_i = \tau'_{i-1}$ for $i > 0$;

• $I_i = [\tau_i, \tau'_i]$ for $i < N$; and

• $I_N = [\tau_N, \tau'_N]$ or $I_N = [\tau_N, \tau'_N)$ if $N < \infty$.

Note that hybrid time trajectories can extend to infinity if $\tau$ is an infinite sequence or if it is a finite sequence ending with an interval of the form $[\tau_N, \infty)$. We denote by $\mathcal{T}$ the set of all hybrid time trajectories.

**Definition 3 (Execution)**
An execution $\chi$ of a hybrid automaton $H$ is a collection $\chi = (\tau, q, x)$ with $\tau \in \mathcal{T}$, $q : \tau \rightarrow Q$, and $x : \tau \rightarrow X$, satisfying

• $(q(\tau_0), x(\tau_0)) \in \text{Init}$ (initial condition);

• for all $i$ with $\tau_i < \tau'_i$, $x(t)$ is continuously differentiable and $q(t)$ is constant for $t \in [\tau_i, \tau'_i]$, and $x(t) \in I(q(t))$ and $dx(t)/dt = f(q(t), x(t))$ for all $t \in [\tau_i, \tau'_i]$ (continuous evolution); and

• for all $i, e = (q(\tau'_i), x(\tau'_i+1)) \in E$, $x(\tau'_i) \in G(e)$, and $x(\tau'_i+1) \in R(e, x(\tau'_i))$ (discrete evolution).

We say a hybrid automaton accepts an execution $\chi$. For an execution $\chi = (\tau, q, x)$ we use $(q_0, x_0) = (q(\tau_0), x(\tau_0))$ to denote the initial state of $\chi$. An execution is finite if $\tau$ is finite sequence ending with a closed interval; it is called infinite if it is either an infinite sequence or if $\sum_i(\tau'_i - \tau_i) = \infty$.

**Definition 4 (Non-Blocking and Deterministic Automaton)**
A hybrid automaton $H$ is called non-blocking if it accepts at least one infinite execution for all $(q_0, x_0) \in \text{Init}$. It is called deterministic if it accepts at most one infinite execution for all $(q_0, x_0) \in \text{Init}$.

See [15] for some results on existence and uniqueness of executions.

**Definition 5 (Reachable State)**
A state $(\tilde{q}, \tilde{x}) \in Q \times X$ is called reachable by $H$, if there exists a finite execution $\chi = (\tau, q, x)$ with $\tau = \{[\tau_i, \tau'_i]\}_{i=0}^N$ and $(q(\tau'_N), x(\tau'_N)) = (\tilde{q}, \tilde{x})$. 
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The set of states reachable by $H$ is denoted $\text{Reach}(H) \subseteq Q \times X$.

**Definition 6 (Analytic Automaton)**
A hybrid automaton is called analytic if for all $q \in Q$, $f(q, x)$ is analytic as a function of $x$ and $I(q) = \{ x \in X : \sigma(q, x) \geq 0 \}$ for some $\sigma(q, x)$ also analytic in $x$.

A hybrid automaton is said to preserve its invariants if $x(t) \in \overline{I(q(t))}$ for all executions $\chi = (\tau, q, x)$ and for all $t \in \tau$.

**Proposition 1**
A hybrid automaton preserves its invariants if

- $x_0 \in \overline{I(q_0)}$ for all $(q_0, x_0) \in \text{Init}$; and
- $R(q, q', x) \subseteq \overline{I(q')}$ for all $(q, q') \in E$ and $x \in G(q, q') \cap \overline{I(q)}$.

**Proof:** By the first condition, the continuous state starts in the closure of the corresponding invariant. By the definition of an execution, the continuous state cannot leave the closure of the invariant along continuous evolution. By the second condition, the continuous state can not leave the closure of the invariant as a result of a discrete transition. The claim follows by induction along the length of the executions. $\blacksquare$

### 3 Zeno

Three examples are introduced in this section to illustrate various aspects of Zeno hybrid automata. Some properties of Zeno are studied in next section.

**Definition 7 (Zeno Hybrid Automaton)**
An infinite execution is called Zeno if $\sum_{i=0}^{\infty} (\tau'_i - \tau_i)$ is bounded. The time $\tau_{\infty} = \sum_{i=0}^{\infty} (\tau'_i - \tau_i)$ is the Zeno time. If all executions are infinite and Zeno for some initial state, then the automaton is called a Zeno hybrid automaton.

**Example 1 (Chattering System)**
Consider the hybrid automaton, $H$, defined by

- $Q = \{ q_1, q_2 \}$ and $X = \mathbb{R}$;
- $\text{Init} = Q \times X$;
- $f(q_1, x) = -1$ and $f(q_2, x) = 1$;
- $I(q_1) = \{ x \in X : x \geq 0 \}$ and $I(q_2) = \{ x \in X : x \leq 0 \}$;
- $E = \{(q_1, q_2), (q_2, q_1)\}$;
- $G(q_1, q_2) = \{ x \in X : x \leq 0 \}$ and $G(q_2, q_1) = \{ x \in X : x \geq 0 \}$; and
- $R(q_1, q_2, x) = R(q_2, q_1, x) = \{ x \}$. 


One can show that this automaton is non-blocking and deterministic, and therefore accepts a unique infinite execution for all initial states. It is also easy to show that the executions are Zeno. In particular, an execution starting in \( x_0 \) at \( \tau_0 \) reaches \( x = 0 \) in finite time \( \tau'_0 = \tau_0 + |x_0| \) and takes an infinite number of transitions from then on, without any time progress. The Zeno time is thus equal to \( \tau_{\infty} = \tau'_0 \).

**Example 2 (Water Tank System [2])**

Consider the water tank system in Figure 1. For \( i = 1, 2 \), let \( x_i \) denote the volume of water in Tank \( i \), and \( v_i > 0 \) denote the constant flow of water out of Tank \( i \). Let \( w \) denote the constant flow of water into the system, dedicated exclusively to either Tank 1 or Tank 2 at each point in time. The control task is to keep the water volumes above \( r_1 \) and \( r_2 \), respectively, assuming that \( x_1(0) > r_1 \) and \( x_2(0) > r_2 \). This is to be achieved by a switched control strategy that switches the inflow to Tank 1 whenever \( x_1 \leq r_1 \) and to Tank 2 whenever \( x_2 \leq r_2 \). More formally, the water tank automaton is a hybrid automaton with

- \( Q = \{q_1, q_2\} \) and \( X = \mathbb{R}^2 \);
- \( \text{Init} = Q \times \{x \in X : (x_1 > r_1) \land (x_2 > r_2)\}, r_1, r_2 > 0 \);
- \( f(q_1, x) = (w - v_1, -v_2)^T \) and \( f(q_2, x) = (-v_1, w - v_2)^T, v_1, v_2, w > 0 \);
- \( I(q_1) = \{x \in X : x_2 \geq r_2\} \) and \( I(q_2) = \{x \in X : x_1 \geq r_1\} \);
- \( E = \{(q_1, q_2), (q_2, q_1)\} \);
- \( G(q_1, q_2) = \{x \in X : x_2 \leq r_2\} \) and \( G(q_2, q_1) = \{x \in X : x_1 \leq r_1\} \); and
- \( R(q_1, q_2, x) = R(q_2, q_1, x) = \{x\} \).

One can show that the water tank automaton is non-blocking and deterministic, and therefore accepts a unique infinite execution for each initial state. This execution is Zeno if \( w < v_1 + v_2 \). Figure 2 shows a simulation of the system with \( r_1 = r_2 = 1, v_1 = 2, v_2 = 3, \) and \( w = 4 \). The Zeno time is equal to \( \tau_{\infty} = 2 \).
Figure 2: Simulation of Zeno water tank system. The tank levels given by the continuous states $x_1$ (solid) and $x_2$ (dashed) are shown. The parameters for the system is $r_1 = r_2 = 1$, $v_1 = 2$, $v_2 = 3$, and $w = 4$. The simulation get stuck at the Zeno time $\tau_\infty = 2$.

Example 3 (Ball Bouncing on a Staircase)
Consider a ball bouncing down on a $N$ step staircase. Assume step $k = 1, \ldots, N$ has width $w_k > 0$ and height $h_k > 0$, and define $\hat{w}_m = \sum_{k=1}^{m} w_k$ and $\hat{h}_m = \sum_{k=m}^{N} h_k$. Furthermore, assume that the ball loses a proportional amount of its vertical velocity each bounce and that the ball has constant horizontal speed. A hybrid automaton model for this system is

- $\mathbf{Q} = \{q_1, \ldots, q_{N+1}\}$ and $\mathbf{X} = \mathbb{R}^3$;
- $\text{Init} = \{q \in \mathbf{Q} : q = q_k\} \times \{x \in \mathbf{X} : x_1 > \hat{h}_{N-\ell+1} \land x_3 \in (\hat{w}_{\ell-1}, \hat{w}_\ell)\}$ for some $\ell = 1, \ldots, N + 1$;
- $f(q_k, x) = (x_2, -g, v)^T$ for $k = 1, \ldots, N + 1$, $g, v > 0$;
- $l(q_k) = \{x \in \mathbf{X} : x_1 \geq \hat{h}_k \land x_3 \leq \hat{w}_k\}$;
- $\mathcal{E} = \{(q_k, q_k)\}_{k=1}^{N+1} \cup \{(q_k, q_{k+1})\}_{k=1}^{N}$;
- $G(q_k, q_k) = \{x \in \mathbf{X} : (x_1 < \hat{h}_k) \lor (x_1 = \hat{h}_k \land x_2 \leq 0 \land x_3 < \hat{w}_k)\}$ for $k = 1, \ldots, N + 1$ and $G(q_k, q_{k+1}) = \{x \in \mathbf{X} : x_3 \geq \hat{w}_k\}$ for $k = 1, \ldots, N - 1$; and
- $R(q_k, q_k, x) = \{(x_1, -cx_2, x_3)^T\}$ for $k = 1, \ldots, N + 1$ and $R(q_k, q_{k+1}, x) = \{x\}$ for $k = 1, \ldots, N - 1$.

This automaton is non-blocking and deterministic. It can also be shown to be Zeno, if $c \in [0, 1)$. The Zeno time depends on the dimensions of the steps. Figure 3 shows an example with $N = 4$ steps. The dimensions of the steps are given by $w_k = 1$ and $h_k = k$ for $k = 1, \ldots, 4$. The horizontal velocity is $v = 1$. The steps are sufficiently narrow to let the automaton accept Zeno executions with infinitely many discrete transitions only in the last state.
Examples 1–3 illustrate different aspects of Zeno executions. The first example is an instance of what will later be called Filippov systems. For this class of systems an infinite number of transitions takes place at the same point in time, and, in some cases, sliding mode methods can be used to extend the execution of the system beyond the Zeno time. The second example illustrates the analysis problems that can arise due to Zeno executions. One can easily show that along all executions of the automaton the water level in the two tanks will never go bellow $r_1$ and $r_2$, respectively, even if $w < v_1 + v_2$. This is clearly not the case for the real system. Finally, the bouncing ball example illustrates the fact that if a Zeno system is simulated straightforwardly by integrating the vector field in each state and accepting each discrete transition, then the simulation will not pass the Zeno time. Such a simulation is in many cases not acceptable, because it does not give any idea about the dynamical behavior of the real system beyond the Zeno time. For the bouncing ball example, if the first step of the staircase is wide enough for the zeno time to be reached without falling off the edge, the simulation may never reveal the fact that the ball will eventually fall to the next step and will start bouncing again.

4 Properties of Zeno Executions

In this section we present some particular features of Zeno executions. First we introduce the notion of Zeno state.

Definition 8 (Zeno State)
The Zeno state $Z_\infty \subset Q \times X$ of a Zeno execution $\chi = (\tau, q, x)$ consists of all states $(\hat{q}, \hat{x}) \in Q \times X$ such that for all $N > 0$ and all $\epsilon > 0$, there exist $i > N$ with $q(\tau_i) = \hat{q}$ and $\|x(\tau_i) - \hat{x}\| < \epsilon$. 

Figure 3: Simulation of hybrid automaton describing a simplistic model for a ball bouncing down a staircase. The position of the ball is given by the solid line ($x_1$ versus $x_3$). For the particular choice of parameters and initial state, the execution is Zeno with Zeno time $\tau_\infty \approx 6.2$. The Zeno property of the system will for other dimensions of the steps lead to that the simulation stops at a step.
The discrete part of the Zeno state consists of the states that are visited infinitely often. For the chattering system, the Zeno state is \( Z_\infty = \{q_1, q_2\} \times \{0\} \). For the water tank automaton, \( Z_\infty = \{q_1, q_2\} \times \{(r_1, r_2)\} \). The Zeno state of the bouncing ball system is equal to \( Z_\infty = \{(q_k, \hat{h}_k)\} \), where \( k \in \{1, \ldots, N + 1\} \) depends on the dimensions of the steps. For the particular case shown in Figure 3, we have \( k = N + 1 = 5 \) and \( Z_\infty = \{(q_5, 0)\} \).

Clearly, the graph representing a Zeno hybrid automaton must have a closed path.

**Proposition 2**

A hybrid automaton \( H \) is Zeno only if \((Q, E)\) is a cyclic graph.

The following result is also straightforward to prove.

**Proposition 3**

If there exists a finite collection of states \( \{(q_i, x_i)\}_{i=1}^N \) such that

- \((q_1, x_1) = (q_N, x_N)\);
- \((q_i, x_i) \in \text{Reach}(H)\) for some \( i = 1, \ldots, N \); and
- \((q_i, q_{i+1}) \in E, x_i \in G(q_i, q_{i+1}), x_{i+1} \in R(q_i, q_{i+1}, x_i)\) for all \( i = 1, \ldots, N \);

then there exists a Zeno execution with \( Z_\infty = \{(q_i, x_i)\}_{i=1}^N \).

The following two propositions describes the structure of the Zeno state for two classes of Zeno hybrid automata.

**Proposition 4**

Consider a Zeno hybrid automaton with \( f(q, x) \) bounded and \( R(q, q', x) = \{x\} \) for all \((q, q') \in E\). For every Zeno execution, \( \chi = (\tau, q, x) \), it holds that \( Z_\infty = Q_\infty \times \{\hat{x}\} \) for some \( Q_\infty \subseteq Q \) and \( \hat{x} \in X \). If in addition the automaton is invariant preserving and \( G(q, q') \subseteq (I(q)^o)^c \) for all \((q, q') \in E\), then \( \hat{x} \in \partial I(q) \) for some \( q \in Q_\infty \).

**Proof:** Consider a Zeno execution \((\tau, q, x)\) and assume \( \|f(q, x)\| < K \) for all \( q \) and \( x \). Because \( f(q, \cdot) \) is continuous and bounded and \( x(\tau_{i+1}) = R(q, q', x(\tau_i)) = x(\tau_i') \), we have

\[
x(\tau_{i+1}) = x(\tau_i') = x(\tau_i) + \int_{\tau_i}^{\tau_i'} f(q(\tau), x(t)) dt
\]

for some \( \theta_i \in (\tau_i, \tau_i') \). Hence, for all \( k > \ell \geq 0 \),

\[
x(\tau_k) = x(\tau_\ell) + \sum_{i=\ell}^{k-1} (\tau_i' - \tau_i) f(q(\tau_i), x(\theta_i)), \quad \theta_i \in (\tau_i, \tau_i'),
\]

which gives that

\[
\|x(\tau_k) - x(\tau_\ell)\| < K \sum_{i=\ell}^{k-1} (\tau_i' - \tau_i).
\]
Since \( \sum_{i=0}^{\infty} (\tau'_i - \tau_i) < \infty \), it follows that for all \( \epsilon > 0 \) there exists \( m > 0 \) such that \( k, \ell > m \) implies that \( \|x(\tau_k) - x(\tau_\ell)\| < \epsilon \). Hence, \( \{x(\tau_i)\}_{i=0}^{\infty} \) is a Cauchy sequence. The space \( X = \mathbb{R}^n \) is complete, so the sequence has a limit \( \hat{x} = \lim_{i \to \infty} x(\tau_i) \). This concludes the proof of the first part of the proposition.

For the second part, note that if the automaton is invariant preserving \( \hat{x} \in \bigcup_{q \in Q} I(q) \). Assume that \( \hat{x} \notin \partial I(q) \) for any \( q \in Q_\infty \). Then, \( \hat{x} \notin \bigcap_{q \in Q_\infty} I(q)^0 \). This together with existence of \( \lim_{i \to \infty} x(\tau_i) \) gives that for every sufficiently small ball \( B_r(\hat{x}) \), there exists \( M > 0 \) such that \( x(\tau_i) \in B_r(\hat{x}) \subset I(q)^0 \) for all \( i > M \) and some \( \hat{q} \in Q_\infty \). However, \( x(\tau'_i) = x(\tau_{i+1}) \) and

\[
x(\tau'_i) \in G(q(\tau^j), q(\tau_{j+1})) \subset (I(q(\tau'_i))^0)^c.
\]

By the definition of Zeno state \( q(\tau_j) = \hat{q} \) for some \( j > M \). This leads to a contradiction, because there exists \( i \) such that \( x(\tau'_i) = x(\tau_{j+1}) = x(\tau_i) \in I(\hat{q})^0 \) but also \( x(\tau'_i) \notin I(q(\tau'_i))^0 \). Hence, \( \hat{x} \notin \partial I(q) \) for some \( q \in Q_\infty \).

Examples 1–2 satisfy the conditions of Proposition 4. As expected the continuous part of the Zeno state is a singleton in both cases. The proposition does not apply to the bouncing ball system, however. Zeno hybrid automaton with non-trivial reset maps can have more involved Zeno state. As an example, consider a Zeno execution with \( Z_\infty = \{\hat{q}, \hat{x}\} \). Modify this automaton by extending the continuous state with an extra state \( \hat{x} \) with trivial continuous dynamics \( d\hat{x}/dt = 0 \), reset map \( \hat{x} := 4\hat{x}(1 - \hat{x}) \), and initial condition \( \hat{x}(\tau_0) = 0.9 \). The iteration of this logistic map takes any value in \((0, 1)\) \cite{22}. The Zeno state of the modified automaton is then \( \{\hat{q}\} \times \{\hat{x}, \hat{\hat{x}}\} : \hat{x} \in [0, 1] \). If the reset map on the other hand is a contraction, then the continuous part of the Zeno state is a singleton as stated next.

**Proposition 5**

Condition a Zeno execution with \( Z_\infty = \{\hat{q}\} \times X_\infty \) for some \( \hat{q} \in Q, X_\infty \subseteq X \). If \( R(\hat{q}, \hat{q}, x) \) is a function and for some \( \delta \in (0, 1) \)

\[
\|R(\hat{q}, \hat{x}, x) - R(\hat{q}, \hat{\hat{q}}, y)\| \leq \delta\|x - y\|, \text{ for all } x, y \in G(\hat{q}, \hat{q}),
\]

then \( Z_\infty = \{\hat{\hat{q}}\} \times \{\hat{\hat{x}}\} \) for some \( \hat{\hat{x}} \in X \).

**Proof:** It holds that \( x(\tau_i) \in G(\hat{q}, \hat{q}) \) for all sufficiently large \( i > 0 \), since \( \hat{q} \) is the only discrete state defining \( Z_\infty \). Note that

\[
x(\tau_i') = x(\tau_i) + \int_{\tau_i}^{\tau_i'} f(\hat{q}, x(t))dt
\]

and \( x(\tau_{i+1}) = r(x(\tau_i')) \) for some function \( r \) satisfying the contraction assumption. Therefore, \( \|x(\tau_i') - x(\tau_i)\| = O(\tau_i' - \tau_i) \) and thus, since \( r \) is continuous,

\[
x(\tau_{i+1}) = r(x(\tau_i)) + O(\tau_i' - \tau_i).
\]

From the assumption it follows that \( \|r(x) - r(y)\| < \delta\|x - y\| \) for all \( x, y \in G(\hat{q}, \hat{q}) \). By choosing \( i \) sufficiently large, \( x(\tau_i) \rightarrow x(\tau_{i+1}) \) describes a contraction with \( \delta \) replaced by \( \hat{\delta} \in (\delta, 1) \). Therefore it follows from the contraction mapping theorem that \( x(\tau_i) \) converges to a unique point.

**Proposition 5** indicates that all executions of the bouncing ball automaton in Example 3 with \( e \in [0, 1) \) will have a Zeno state consisting of only one element.
5 Extension of Zeno Executions

Imagine trying to simulate a hybrid automaton along a Zeno execution. At some point the fast switching is bound to stall the simulation, provided the simulation is accurate enough. One can infer the occurrence of this phenomenon, either off-line by theoretical analysis or on-line by detecting the increasing switching rate, and choose to stop the simulation at some time instant close to the Zeno time \( \tau_\infty \). The question then becomes, can one continue the simulation beyond \( \tau_\infty \), in a way that is consistent with the dynamics of the hybrid automaton. Such continuations of a Zeno execution is discussed in this section. Three methods based on regularization, averaging, and Filippov solutions, respectively, are described.

To allow us to capture all the possible continuations of a Zeno execution beyond the Zeno time, we introduce the notion of an extension. An extension is a family of hybrid automata, each one of which can be used to simulate a possible continuation for the Zeno execution. For automata with trivial reset relations \( (R(q, q', x) = \{x\}) \) this notion can be formalized as follows.

**Definition 9 (Extension of Zeno execution)**

Consider a hybrid automaton \( H \) with a Zeno execution \( \chi = (\tau, q, x) \) having Zeno state \( Z_\infty = Q_\infty \times \{\hat{\xi}\} \). An extension of \( \chi \) is a collection \( H_\chi = (Q_\chi, X_\chi, \text{Init}_\chi, F_\chi, I_\chi, E_\chi, G_\chi, R_\chi) \) with

- \( Q_\chi = (Q \setminus Q_\infty) \cup q_\infty \) and \( X_\chi = X \);
- \( \text{Init}_\chi = \{(q_\infty, \hat{\xi})\} \subseteq Q_\chi \times X_\chi \);
- \( F : Q_\chi \times X_\chi \to 2^{T^\chi_x} \) defines a differential inclusion with
  \[
  F(q, x) = \begin{cases}
    f(q, x), & \text{if } q \neq q_\infty \\
    \sigma \{\bigcup_{q \in Q_\infty} f(q, x)\}, & \text{if } q = q_\infty;
  \end{cases}
  \]
- \( I_\chi : Q_\chi \to 2^{X_\chi} \) with \( I_\chi(q) = I(q) \) if \( q \neq q_\infty \) and \( I(q_\infty) = \bigcap_{q \in Q_\infty} \overline{I(q)} \);
- \( E_\chi \subseteq Q_\chi \times Q_\chi \) with \( e \in E_\chi \) if and only if
  - \( e \in E \),
  - \( e = (q, q_\infty) \) with \( q \neq q_\infty \) and there exists \( q' \in Q_\infty \) such that \( (q, q') \in E \), or
  - \( e = (q_\infty, q) \) with \( q \neq q_\infty \) and there exists \( q' \in Q_\infty \) such that \( (q', q) \in E \);
- \( G_\chi : E_\chi \to 2^{X_\chi} \) with
  - \( G_\chi(q, q') = G(q, q') \) if \( (q, q') \in E \),
  - \( G_\chi(q_\infty, q) = \bigcup_{q' \in Q_\infty} G(q, q') \)
  - \( G_\chi(q, q_\infty) = \bigcup_{q' \in Q_\infty} G(q', q) \); and,
- \( R_\chi : E_\chi \times X_\chi \to 2^{X_\chi} \) with \( R_\chi(e, x) = \{x\} \).

An extension of a Zeno is a family of hybrid automata, with the discrete part of the Zeno state collected in one state denoted \( q_\infty \), see Figure 4, and continuous dynamics in \( q_\infty \) given by a differential inclusion consisting of the convex hull of all vector fields in the Zeno state. A continuation of the Zeno
Figure 4: Zeno hybrid automaton with discrete part of the Zeno state $Z_{\infty}$ equal to $\{q_1, q_2\}$. A Zeno execution can be continued by introducing a discrete state $q_\infty$ with vector field belonging to the convex hull of the vector fields in $q_1$ and $q_2$.

execution $\chi$ is any execution accepted by a hybrid automaton in the extension $H_{\chi}$. The intuition is that since the Zeno phenomena are primarily due to modeling simplifications, the extension captures the uncertainty in the model by considering all executions that satisfy a differential inclusion instead of the vector fields of each individual discrete state of the Zeno state for the original Zeno automaton. Note that the reset relations in the discrete Zeno state are neglected in the definition of an extension. It is unclear how to extend this notion to systems with non-trivial reset relations, such as the bouncing ball automaton.

Once the extension has been fixed, the question now becomes how to select an automaton out of the extension in order to simulate beyond the Zeno time. Here we propose three different methods for doing the selection: regularization, averaging, and applying the definition of Filippov solution.

5.1 Continuation by Regularization

Regularization involves modifying the original Zeno automaton by adding regularization parameters that force the executions to be non-Zeno. For example, a temporal regularization that impose a lower bound on the amount of time that elapses between successive discrete transitions gives a non-Zeno automaton. Executions for the regularized automaton are defined beyond the Zeno time for arbitrarily small values of the regularization parameters. As the regularization parameters tend to zero, the regularized automaton should in some sense tend to the original automaton. A continuation of the Zeno execution is then obtained as the limit of the regularized executions as the regularization parameters tend to zero.

As an example of regularization, consider spatial and temporal regularization of the water tank automaton in Example 2. The spatial regularization is defined by introducing a minimum deviation in the continuous state variables between the discrete transitions. A physical interpretation of the regularization is to assume that the measurement devices for $x_1$ and $x_2$ are based on floats, which have to move a certain distance corresponding to the volume $\epsilon$ to respond. The temporal regularization of the water tank automaton, on the other hand, corresponds to introducing a lower bound $\epsilon > 0$ on the time it takes to change the inflow from Tank 1 to Tank 2, and vice versa. Simulations of these two regularizations are given in Figures 5 and 6, respectively. Both regularizations define continuations that are admissible by the extensions of the corresponding Zeno executions. Note that
the continuations are different. The spatial regularization suggests $x_1(t) = x_2(t) = 2 - t/2$ for $t > \tau_{\infty}$, while the temporal regularization suggests $x_1(t) = 1$ and $x_2(t) = 3 - t$ for $t > \tau_{\infty}$.

Regularization also provides a way of continuing solutions for which an extension (in the sense of the above definition) is not defined. Figures 7 and 8 show simulations for two different regularizations of the bouncing ball automaton: one where each bounce takes a certain amount of time $\epsilon > 0$ and one where an undamped spring with spring constant $1/\epsilon$ is used to model the elasticity of the ball. Note that in this case the two regularizations suggest the same continuation of the execution beyond the Zeno time and that this continuation agrees with the physical intuition.

The lack of uniqueness for suggested continuation based on regularization, as observed for the water tank example, can also be found in systems with Zeno properties as in Example 1. These systems will be denoted Filippov automata and further discussed in the end of this section. Here we only recall the following example for a non-unique regularization limit.

**Example 4 (Utkin [24])**

Consider a hybrid automaton $H$ given by

- $Q = \{q_1, q_2, q_3, q_4\}$ and $X = \mathbb{R}^3$;
- $\text{Init} = \{(q, x) \in Q \times X : x \in I(q)\}$;
- $f(q_1, x) = (1, 1, 1)^T$, $f(q_2, x) = (-1, 1, -1)^T$, $f(q_3, x) = (-1, -1, 1)^T$, and $f(q_4, x) = (1, -1, -1)^T$;
- $I(q_1) = \{x \in X : x_1 \leq 0 \land x_2 \leq 0\}$, $I(q_2) = \{x \in X : x_1 \geq 0 \land x_2 \leq 0\}$, $I(q_3) = \{x \in X : x_1 \leq 0 \land x_2 \geq 0\}$, and $I(q_4) = \{x \in X : x_1 \geq 0 \land x_2 \geq 0\}$;
- $E = \{(q_i, q_i + 1), (q_i + 1, q_i)\}_{i=1}^3 \cup \{(q_1, q_4), (q_4, q_1)\}$;
Figure 6: Simulation of temporally regularized water tank automaton. The upper plot corresponds to time delay \( \epsilon = 0.1 \) and the lower to \( \epsilon = 0.01 \). The solid line is \( x_1 \) and the dashed \( x_2 \). Note that this temporal regularization suggests another continuation than the spatial regularization in Figure 5.

- \( G(q_1, q_2) = G(q_3, q_4) = \{ x \in \mathbf{X} : x_1 \geq 0 \} \), \( G(q_2, q_1) = G(q_4, q_3) = \{ x \in \mathbf{X} : x_1 \leq 0 \} \), \( G(q_2, q_3) = G(q_1, q_4) = \{ x \in \mathbf{X} : x_2 \geq 0 \} \), and \( G(q_3, q_2) = g(q_4, q_1) = \{ x \in \mathbf{X} : x_2 \leq 0 \} \);

- \( R(q_i, q_j, x) = \{ x \} \) for all \( i, j = 1, \ldots, 4 \) and \( i \neq j \).

Let a regularization of \( H \) be a hybrid automaton with hysteresis in the discrete transitions. For small values of the hysteresis parameters, the state will end up in the set \( \{ x = (x_1, x_2, x_3)^T : x_1 \in [-\delta_1, \delta_2] \land x_2 \in [-\delta_3, \delta_4] \} \), where \( \delta_i > 0 \) are the hysteresis parameters. It follows that \( x_1 \to 0 \) and \( x_2 \to 0 \) as \( \delta_i \to 0 \) for all \( i = 1, \ldots, 4 \). The limit for \( x_3 \) is, however, depending on the way \( \delta_1, \ldots, \delta_4 \) tend to zero.

### 5.2 Continuation by Averaging

Extending a Zeno execution \( \chi = (\tau, q, x) \) through averaging the vector field close to the Zeno time is an extension of \( \chi \) in the sense previously defined.

Consider a hybrid automaton with trivial reset maps and bounded vector fields. It follows then by Proposition 4 that the Zeno state is \( \mathbf{Z}_\infty = \mathbf{Q}_\infty \times \{ x_\infty \} \), where \( x_\infty \) is a singleton. Let \( k = |\mathbf{Q}_\infty| \) and define

\[
\mathcal{F}(q_\infty, x_\infty) = \lim_{\epsilon \to \infty} \frac{1}{\tau_{k+1}} \sum_{\tau_t} \int_{\tau_t}^{\tau_{t+1}} f(q_t, x(t)) \, dt,
\]

that is, let the vector field in the state \( (q_\infty, x_\infty) \) be the average of the vector fields as the Zeno time
Figure 7: Simulation of bouncing ball with temporal regularization. The upper plot corresponds to
time delay $\epsilon = 0.1$ and the lower to $\epsilon = 0.01$. For the non-regularized system, we have the Zeno time
at $\tau_\infty = 4$. The executions of the regularized system tends to the execution of the Zeno system as
$\epsilon \downarrow 0$ for $t \in [0, \tau_\infty)$. The continuous state tends to zero for $t$ in every closed interval $[\tau_\infty, t_1]$.

is approached. Because $f$ is Lipschitz continuous in $x$, the expression simplifies to

$\mathcal{F}(q_\infty, x_\infty) = \lim_{t \to \infty} \frac{1}{\tau_{k+1} - \tau_k} \sum_{k=1}^{k} \left[ (\tau_{k+1} - \tau_{k+\ell}) f(q_\ell, x(\tau_{k+\ell})) \right].$

If we let the vector field in $q_\infty$ be equal to $\mathcal{F}(q_\infty, x_\infty)$ in an open neighborhood of continuous part
of the Zeno state, then this form of averaging suggest a continuation of the Zeno execution through
integration of the constant vector field $\mathcal{F}(q_\infty, x_\infty)$. It is easy to check that for the water tank example
$\mathcal{F}(q_\infty, x_\infty) = (1, 1)^T (w - v_1 - v_2)/2$. Note that this agrees with the continuation suggested by the
spatial regularization illustrated in Figure 5.

The averaging proposed here is not applicable to Example 1 due to that $\tau_{k+1} = \tau_k$ for all $k > 0$. Due
to the non-trivial reset maps for the bouncing ball, the averaging is neither applicable to that
example.

5.3 Continuation by the Filippov Solution

For special classes of automata, the extension can be restricted in a natural way using the notion of
Filippov solution for differential equations with discontinuous right-hand sides [9]. Under certain
conditions, this process gives a uniquely defined extension.

**Definition 10 (Filippov Automaton)**

A Filippov automaton is an analytic hybrid automaton that satisfies

- $\text{Init} = \{(q, x) \in Q \times X : x \in I(q)\}$
Figure 8: Simulation of bouncing ball with dynamical regularization. The upper plot corresponds to spring constant $1/\epsilon = 1/0.01$ and the lower to $1/\epsilon = 1/0.0001$. As the spring gets stiffer, the execution of the regularized system tends to the execution of the Zeno system for $t < \tau_\infty$. The continuation $x_1(t) = x_2(t) = 0$ suggested for $t > \tau_\infty$ agrees with the one suggested by the temporal regularization in Figure 7.

- $x \in \partial I(q) \cap \partial I(q')$ for $q, q' \in \mathbb{Q}$ and $L_f \sigma(q, x) < 0$ if and only if $(q, q') \in E$;
- $I(q)^{\circ} \cap I(q')^{\circ} = \emptyset$ for all $(q, q') \in E$;
- $L_f \sigma(q, x) \neq 0$ for all $x \in \partial I(q)$ and $q \in \mathbb{Q}$;
- $\partial I(q) \cap \partial I(q') \neq \emptyset$ for $(q, q') \in E$ implies the existence of an analytic function $r : \mathbb{X} \to \mathbb{R}$, such that $\{x \in \mathbb{X} : r(x) \geq 0\} = \partial I(q) \cap \partial I(q')$;
- $\partial I(q) \cap \partial I(q') \cap \partial I(q'') = \emptyset$ for all different $q, q', q'' \in \mathbb{Q}$;
- $G(q, q') = \{x \in I(q) \cap I(q') : L_f \sigma(q, x) \leq 0\}$ for all $(q, q') \in E$; and
- $R(q, q', x) = \{x\}$ for all $(q, q') \in E$ and $x \in I(q)$.

Proposition 6
A Filippov automaton $H$ is non-blocking if for all $q \in \mathbb{Q}$ and $x \in \partial I(q)$ with $L_f \sigma(q, x) < 0$, there exists $q' \in \mathbb{Q}$ such that $x \in I(q')$.

Proof: The assumption gives that for all $q \in \mathbb{Q}$ and

$$x \in \{x \in \mathbb{X} : L_f \sigma(q, x) < 0 \land \sigma(q, x) = 0\},$$

there exists $q' \in \mathbb{Q}$ with $x \in I(q')$. By the definition of Filippov automaton, $(q, q') \in E$, $x \in G(q, q')$, and $R(q, q', x) = \{x\} \neq \emptyset$. The result now follows by applying Lemma 1 in [13] and noting that the right-hand side of (1) is equal to what is denoted Out in Lemma 1. ■
Proposition 7
Every Filippov automaton is deterministic.

Proof: We show that the assumptions of Lemma 3 in [15] is fulfilled for all \((q, x) \in Q \times X\). The first assumption of Lemma 3 holds because

\[
G(q, q') = \{ x \in I(q) \cap I(q') : L_f \sigma (q, x) < 0 \}
= \{ x \in X : L_f \sigma (q, x) < 0 \land \sigma(q, x) = 0 \},
\]

even for all \((q, q') \in E\). For the second assumption note that \((q, q'), (q, q'') \in E\) imply that \(x \in \partial I(q) \cap \partial I(q')\) and \(x \in \partial I(q) \cap \partial I(q'')\). But \(\partial I(q) \cap \partial I(q') \cap \partial I(q'') = \emptyset\) by the definition of a Filippov automaton, so \(x \notin G(q, q') \cap G(q, q'')\) and the second assumption is fulfilled. Finally, the third assumption follows from that \(|R(q, q', x)| = |\{ x \}| = 1\) for all \((q, q') \in E\) and \(x \in I(q)\).

 Proposition 8 (Zeno Filippov Automaton)
A Filippov automaton \(H\) has a Zeno execution if and only if there exists \(x \in \partial I(q) \cap \partial I(q')\) with \((q, x) \in \text{Reach}(H)\) and \((q, q') \in E\), such that \(L_f \sigma (q', x) < 0\).

Proof: Sufficiency follows from Proposition 3 with \(\{(q_i, x_i)\}_{i=1}^2 = \{(q, x), (q', x)\}\). For necessity, first note that \(L_f \sigma (q', x) \neq 0\) by the definition of Filippov automaton. Assume that \(L_f \sigma (q', x) > 0\). Since \(\sigma\) is an analytic function in \(x\), there exists a ball \(B_{\epsilon}(x) \subset I(q')\) such that \(L_f \sigma (q, x_0) > 0\) for all \(x_0 \in B_{\epsilon}(x)\). Furthermore, from the analyticity of \(f\), there exists \(K > 0\) such \(||f(q', x)|| < K\) for all \(x \in I(q')\). Now consider the differential equation \(dy/dt = f(q', y)\) with \(y(0) = x\). It has the solution

\[
y(t) = x + \int_0^t f(q', y(\theta))d\theta = x + tf(q', y(\theta_0)), \quad \theta_0 \in (0, t).
\]

Hence, \(||y(t) - x|| > \epsilon\) implies that \(t > \epsilon/K\). Therefore, if \(L_f \sigma (q', x) > 0\) for all \(q'\), the execution cannot have infinitely many discrete transitions in a finite time interval. This completes the proof.

Definition 11 (Filippov Extension)
Consider a Zeno Filippov automaton and assume that \(L_f \sigma (q, x) \neq L_f \sigma (q', x)\) for all \((q, q') \in E\) such that \(L_f \sigma (q', x) < 0\). A Filippov extension of a Zeno execution \(\chi = (\tau, q, x)\) is an extension of \(\chi\) as in Definition 9, but with the differential inclusion defining the continuous dynamics in \(q_\infty\) replaced by

\[
\frac{dy}{dt} = f(q_\infty, x),
\]

where

\[
f(q_\infty, x) = \alpha(x)f(q, x) + (1 - \alpha(x))f(q', x),
\]

\(q, q' \in Q_\infty\) are the states whose invariants define \(q_\infty\), and

\[
\alpha(x) = \frac{L_f \sigma (q', x)}{L_f \sigma (q', x) - L_f \sigma (q, x)}.
\]
Filippov extension was suggested for simulation of relay systems in [18]. Zeno executions in Filippov automaton are in many cases easy to resolve, because the Zeno detection is simple and it is easy to derive the extension in Definition 11. For some simple examples, the approach has been studied in [17] and tested in simulations [?]. Related ideas of simulating a class of hybrid systems are discussed in [14]. Some Filippov systems are, however, more involved. Regularizations for those may suggest different continuation, so the continuation given by Definition 11 must not be the “correct” one, compare Example 4. Furthermore, Filippov extensions may be non-deterministic. This is illustrated by the following example.

Example 5 (Leonov [13])
Consider the hybrid automaton

- $Q = \{q_1, q_2, q_3\}$ and $X = \mathbb{R}^2$;
- $\text{Init} = \{(q, x) \in Q \times X : x \in I(q)\}$;
- $f(q, x) = (x_2, -\sin x_1)^T$, $f(q_2, x) = (x_2, -\sin x_1 - \gamma_1)^T$, and $f(q_3, x) = (x_2, -\sin x_1 + \gamma_2)^T$;
- $I(q_1) = \{x \in X : x_2 \leq 2\}$, $I(q_2) = \{x \in X : (2 - x_2)\sin x_1 \leq 0\}$, and $I(q_3) = \{x \in X : (2 - x_2)\sin x_1 \geq 0\}$;
- $E = \{(q_i, q_j)\}_{i \neq j}$ for all $i, j = 1, 2, 3$;
- $G(q_i, q_2) = \{x \in X : \sin x_1 \leq 0 \land x_2 \leq 2\}$, $G(q_2, q_1) = \{x \in X : x_2 \geq 2\}$, $G(q_2, q_3) = \{x \in X : \sin x_1 \geq 0\}$, $G(q_3, q_2) = \{x \in X : \sin x_1 \leq 0\}$, $G(q_3, q_1) = \{x \in X : x_2 \leq 2\}$, and $G(q_1, q_3) = \{x \in X : \sin x_1 > 0 \land x_2 \geq 2\}$; and
- $R(q_i, q_j, x) = \{x\}$ for all $i, j = 1, 2, 3$ and $i \neq j$.

For each initial point in $\{(x_1, x_2) \in \mathbb{R}^2 : x_1 \in (2k\pi, (2k + 1)\pi), k \in \mathbb{N}, x_2 = 2\}$, the hybrid automaton accepts three different and arbitrarily short executions.

6 Conclusions
The simulation of hybrid systems poses a number of difficult theoretical and computational problems, not encountered in conventional continuous systems. In this paper, we have shown how Zeno executions may arise in hybrid systems. Zeno phenomena appear to be convenient abstract models of physical systems. Optimal control systems, variable structure systems, and switched systems are examples where they arise in the control of systems. A major motivation for our research is to increase the efficiency of simulation tools for hybrid systems. In particular, we are interested in developing methods to automatically detect Zeno hybrid automata and to extend the simulation of the automaton beyond the Zeno time. One way of doing this is by using graph theoretical algorithms taking into account the guards and invariants associated with the discrete locations, for example, see [17].

We illustrated the Zeno phenomena through some simple physical examples. It might look like these examples suggest that Zenoess can easily be avoided by the introduction of slightly more involved models. In complex systems it is not obvious that this is the case. Zeno may in these systems arise due to interconnection of non-Zeno subsystems. Future work include further classification of
Zeno hybrid automata, together with implementation of the Zeno continuations described in this paper.
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