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Abstract
In this paper, some of the relationships between optimal control and trajectory planning are examined. When planning trajectories for linear control systems, a demand that arises naturally in air traffic control or noise contaminated data interpolation is that the curve passes close to given points, or through intervals, at given times. In this paper, we produce these curves by solving an optimal control problem for linear control systems, while driving the output of the system close to the waypoints. We furthermore show how this optimal control problem reduces to a finite, quadratic programming problem, and we thus provide a constructive, yet theoretically sound framework for producing a rich set of curves called smoothing splines.
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1. Introduction
In this paper, we consider the problem of finding the control that drives the output of a given linear control system close to predefined points, or through intervals, at given times. The input applied to the system will be chosen in such a way that it minimizes a quadratic cost functional, and the resulting output curve will be a so-called smoothing spline.

Classical polynomial splines and the splines developed in Martin, Tomlinson, and Zhang (1997) and Wahba (1990) are interpolating splines, i.e. they are required to pass through specific points at specific times. In most applications, including trajectory planning, this is overly restrictive. We are usually content if the trajectory passes close to an assigned point at an assigned time. We thus dedicate this article to the development of such smoothing splines which are reflective of the dynamics of the underlying system.

These types of relaxed interpolation problems exhibit properties that are desirable for two different reasons. First of all, small deviations from the waypoints can result in a significant decrease in the cost, and secondly, when the data that we work with is noise contaminated, it is not even desirable to interpolate through these points exactly. Inspired by Luo and Wahba (1997), we can incorporate these aspects into our proposed method, and by not demanding exact interpolation, we end up with smoothing splines instead of the standard splines (Egerstedt & Martin, 1998).

Even though there already exist good numerical tools for solving more general optimal control problems (Rehbock, Teo, Jennings, & Lee, 1999), the main contribution in this paper is that we provide closed form solutions, or solutions that only require a minimum of numerical computations, which presents an advantage over, for example, iterative dynamic programming techniques (Bertsekas, 1995, and Nash & Sofer, 1996), or standard linear-quadratic optimal control methods (Chen, 1989). Our proposed methods can thus be used in time critical applications, as well as offer some new insight into the interpolation problems addressed in this paper, since we show how they can be raised and solved in a natural way as control theoretic problems.
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The outline of this paper is as follows: In Section 2 we briefly discuss some facts about linear control systems, and show how they can be used to arrive at an optimal control problem, suitable for producing the output curves discussed above. We then proceed, in Sections 3 and 4, to actually solving the problem of producing the smoothing splines, using standard optimal control techniques together with mathematical programming, reducing the problem into a convex, easy-to-solve, quadratic programming problem. In Section 3 we focus on driving the curves close to given points in the state space, while in Section 4 we add hard interval interpolation constraints to our problem formulation. We then, in Section 5, discuss some differentiability properties of the generated curves. We conclude with an example that shows how our approach can be used to produce paths under velocity, acceleration and jerk limitations.

2. Problem formulation

In this paper, we study linear, single input, multiple output control systems of the form

\[ \dot{x} = Ax + bu, \]  
\[ y = C^T x, \]

where \( x \in \mathbb{R}^n \), \( y \in \mathbb{R}^p \), \( u \in \mathbb{R} \), and \((A, b, C)\) are constant matrices of compatible dimensions. We furthermore, without loss of generality, let \( x(0) = 0 \).

**Assumption 1.** The system \((A, b, C)\) is both controllable and observable.

The problem that we want to solve is the following: Given intervals and interpolation times \( ([x_i, \beta_i], t_i) \), \( i = 1, \ldots, m \), how do we drive the outputs of the system through these intervals

\[ y(t_i) \in [x_i, \beta_i], \quad i = 1, \ldots, m, \]  

where \( x_i, \beta_i \in \mathbb{R}^p \), while interpolating close to \( \xi_i \in \mathbb{R}^p \) at the interpolation times, \( t_i \), \( i = 1, \ldots, m \). In (2) the inclusions should be taken componentwise, and one natural choice of interpolation points could for instance be \( \xi_{ij} = (\beta_{ij} + x_{ij})/2 \), \( i = 1, \ldots, m \), \( j = 1, \ldots, p \), even though they can be any points in \( \mathbb{R}^p \) since exact interpolation is not required. We furthermore want to accomplish this while minimizing the following cost functional

\[ \frac{1}{2} \int_0^T p u^2(t) \, dt, \]  

over \( u \in L^2[0, T] \).

It is a well known fact (see for example Brockett (1970)) that the problem of interpolating the outputs of the system through given, distinct points, while minimizing (3), has a solution if the system (1) is minimal, which was the case here due to Assumption 1. However, since we do not demand exact interpolation, existence and uniqueness results must still be established in this case before we can proceed to actually trying to find the solution to this optimal control problem.

3. Smoothing splines

Initially, we neglect the interval interpolation constraints and focus on penalizing deviations from the desired points quadratically. What we want to do is to produce what in the statistics literature is referred to as smoothing splines (Luo & Wahba, 1997, and Wegman & Wright, 1983), by minimizing

\[ \min_{u \in L^2[0, T]} \frac{1}{2} \int_0^T p u^2(t) \, dt + \frac{1}{2} \sum_{i=1}^m (y(t_i) - \xi_i)^2 \tau_i (y(t_i) - \xi_i) \]

\[ = \min_{u \in L^2[0, T]} J(u) \]  

(4)

where \( \tau_i = \text{diag}(\tau_{i1}, \ldots, \tau_{ip}) \) is a diagonal, positive semidefinite \( p \times p \) weight matrix, where the \( j \)th diagonal element describes how important it is that the \( j \)th output interpolates close to \( \xi_i \)'s \( j \)th component at time \( t_i \). The parameter \( \rho > 0 \) furthermore controls the amount of smoothing used for producing the output curve.

We now define the following set of basis functions

\[ g_i(t) = \begin{cases} C^T e^{At_i - \rho t} & t \leq t_i, \\ 0 & t > t_i \end{cases} \quad i = 1, \ldots, m. \]  

(5)

**Lemma 2.** The set of functions \( \{g_i(t)\}_{i=1}^m \) are linearly independent.

This is an obvious fact since the different \( g_i \)'s vanish at different times.

Based on this new set of basis functions, it is possible to rewrite \( J(u) \) as

\[ J(u) = \frac{1}{2} \int_0^T p u^2(t) \, dt + \frac{1}{2} \sum_{i=1}^m \left( \int_0^T g_i(s) u(s) \, ds - \xi_i \right)^T \]

\[ \tau_i \left( \int_0^T g_i(s) u(s) \, ds - \xi_i \right) \]

\[ = \frac{1}{2} \int_0^T p u^2(t) \, dt + \frac{1}{2} \left( \int_0^T g_i(t) u(t) \, dt - \xi_i \right)^T \]

\[ \mathcal{F} \left( \int_0^T g_i(t) u(t) \, dt - \xi_i \right), \]

where \( g(t) = (g_1(t), \ldots, g_m(t))^T \), \( \xi = (\xi_{11}, \ldots, \xi_{m1})^T \), and \( \mathcal{F} = \text{diag}(\tau_{11}, \ldots, \tau_{pp}) \) is a positive semidefinite weight matrix. We use \( \geq \) and \( > \) to denote positive semidefiniteness and positive definiteness, respectively.
Lemma 3. $J(u)$ is convex in $u$.

Since $J$ is a closed, quadratic function in $u$, convexity follows immediately since $\rho > 0$, $\mathcal{F} \succ 0$. From convexity, results on existence and uniqueness now follow from standard infinite dimensional optimization theory. (See for example Luenberger (1969).)

Theorem 4. There exists a unique, minimizing $u \in L^2[0, T]$, and it is given by the $u_0$ that makes the Fréchet differential of $J$ vanish for all increments $h \in L^2[0, T]$.

The Fréchet differential, with increment $h \in L^2[0, T]$, is given by

$$
\delta J(u; h) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} (J(u + \epsilon h) - J(u))
= \int_0^T \left( \rho u(t) + g(t)^T \mathcal{F} \left( \int_0^T g(s) u(s) \, ds - \xi \right) \right) h(t) \, dt.
$$

(6)

For this differential to vanish for all $h \in L^2[0, T]$, it has to hold that

$$
\rho u(t) + g(t)^T \mathcal{F} \left( \int_0^T g(s) u(s) \, ds - \xi \right) = 0.
$$

Setting $u(t) = \eta^T g(t)$, which is a finite dimensional parameterization of the problem, gives the optimal $\eta$ as

$$
\eta = (\rho I + \mathcal{F} G)^{-1} \mathcal{F} \xi,
$$

where $G \in \mathbb{R}^{mp \times mp}$ is the Gramian

$$
G = \int_0^T g(s) g(s)^T \, ds
$$

and thus

$$
u_0(t) = g(t)^T (\rho I + \mathcal{F} G)^{-1} \mathcal{F} \xi
$$

is the unique minimizer in $L^2[0, T]$.

It is worth stressing that the optimal control is a linear combination of the $g_i$’s. We thus reduce a non-parametric problem to the problem of calculating parameters in a finite dimensional space. Some results from applying this method can be seen in Figs. 1 and 2.

4. Interval interpolation

We now add the interval interpolation constraints to the optimal control problem, demanding that

$$
y(t_i) \in [\alpha_i, \beta_i], \quad i = 1, \ldots, m,
$$

(9)

and formulate the following key lemma:
Lemma 5. The set of controls that make $y$ satisfy the interval interpolation constraints is a non-empty, closed and convex subset of $L^2[0, T]$.

Proof. Let $\{\sigma_k\}_{k=1}^N$ be such that
\[ \sum_{k=1}^N \sigma_k = 1, \quad \sigma_k \geq 0, \quad k = 1, \ldots, N. \]

Given a set of feasible outputs, $y_k(t_i) \in [x_i, \beta_i]$, $i = 1, \ldots, m$, $k = 1, \ldots, N$, then obviously
\[ \sum_{k=1}^N \sigma_k y_k(t_i) \in [x_i, \beta_i], \quad i = 1, \ldots, m. \]

But if $y_k$ is generated by the underlying control $u_k$, such that the interpolation constraints are satisfied, then
\[ \sum_{k=1}^N \sigma_k y_k(t_i) = \sum_{k=1}^N \sigma_k \int_0^{t_i} C^T e^{A(t_i-s)} b u_k(s) \, ds = \int_0^{t_i} C^T e^{A(t_i-s)} b \sum_{k=1}^N \sigma_k u_k(s) \, ds. \]

Thus any convex combination of controls that individually make the outputs satisfy the constraints is feasible with respect to the interval interpolation constraints, implying that the set of such feasible $u_k$’s is convex. That it is non-empty follows from the minimality assumption on $(A, b, C)$. (See for example Brockett (1970).)

Now, assume that $\{u_k\}$ is a sequence of controls that each satisfies the constraints. Due to the compactness of $[0, t_i]$, the limit still satisfies the constraints since, for every control in the sequence, it holds that
\[ \int_0^{t_i} C^T e^{A(t_i-s)} b u_k(s) \, ds \in [x_i, \beta_i], \quad i = 1, \ldots, m, \]
and hence
\[ \lim_{k \to \infty} \int_0^{t_i} C^T e^{A(t_i-s)} b u_k(s) \, ds = \int_0^{t_i} C^T e^{A(t_i-s)} b u^*(s) \, ds \in [x_i, \beta_i], \quad i = 1, \ldots, m. \]

That the limit, $u^*$, stays in $L^2[0, T]$ follows from the fact that $L^2[0, T]$ is a Banach space. We thus have closedness and the lemma follows. □

Once again, minimizing a convex functional over a convex set gives the following standard results, that for instance can be found in Luenberger (1969):

Theorem 6. There exists a unique $u^* \in L^2[0, T]$ such that $J(u)$ is minimized while $y(t_i) \in [x_i, \beta_i]$, $i = 1, \ldots, m$. 

Theorem 7 (Lagrange Duality Theorem). Minimizing $J(u)$, subject to the constraints $y(t_i) \in [x_i, \beta_i]$, $i = 1, \ldots, m$, is
The optimal Lagrange multipliers are uniquely determined by
\[ \min_{\delta \geq 0} \frac{1}{2} \xi^T H \xi + F^T \xi, \]
where
\[ \xi = \begin{pmatrix} \lambda \\ \gamma \end{pmatrix} \in \mathbb{R}^{2m}, \quad H = \begin{pmatrix} M & -M \\ -M & M \end{pmatrix}, \]
\[ M = G(\rho I + \mathcal{F} G)^{-1}, \]
\[ F^T = (-\xi^T F M - \xi^T \mathcal{F} M + \beta^T). \]

Thus, in order to find the optimal \( u_0 \), we just need to solve this finite, convex, quadratic programming problem, for which there already exist efficient algorithms (Nash & Sofer, 1996). An example of applying this interval interpolation method can be seen in Fig. 3.

5. Properties of the solution

In this section, we will discuss some of the properties that the optimal curves exhibit, and we will begin by discussing the optimal control function, \( u_0 \), before we consider the actual output spline function.

Assumption 11. \( C^T A^i b = 0 \) for \( i = 0, \ldots, q \), for some integer \( q \geq 1 \).

First we note that since, on the open intervals \( (t_i, t_{i+1}) \), the optimal control is of the form
\[ u_0(t) = \eta_i^T C^T e^{At_i} - A^i b + \cdots + \eta_q^T C^T e^{At_q} - A^q b, \]
there can be discontinuities in the control or its derivatives only at the points \( t_i \). The degree of differentiability at these points is given by the degree of differentiability of the \( g_i \)'s, which is the degree up to which the derivatives of the \( g_i \)'s are equal to zero at the points \( t_i \), \( i = 1, \ldots, m \), since the basis functions are piecewise entire.
Fig. 3. Interpolating through intervals while penalizing deviations from the mid points of the intervals. Here, a second order system with both eigenvalues equal to $-1$ was used to produce the scalar output $y = x_1$, with $\dot{x}_1 = -x_1 + x_2$, $\dot{x}_2 = -x_2 + u$.

Recalling the definition of the $g_i$’s gives that the $k$th derivative of $g_i(t)$ is
\[
\frac{d^k}{dt^k} g_i(t) = \begin{cases} (-1)^k C^T A^k e^{A_i t} b & t \leq t_i \\ 0 & t > t_i. \end{cases}
\] (14)

Thus the $k$th derivative is zero at $t_i$ if and only if $C^T A^k b = 0$, and we state this as a lemma.

**Lemma 12.** The optimal control is differentiable of degree $q$, given Assumption 11.

**Remark 13.** The optimal control may have a higher degree of differentiability at a given node, $t_i$, if the coefficients in front of the $g_j$’s in the optimal control are equal to zero for $j = i, \ldots, m$.

**Theorem 14.** $y(t)$ is differentiable of degree $2q + 2$.

**Proof.**
\[
\frac{dy(t)}{dt} = \frac{d}{dt} \int_0^t C^T e^{A(t-s)} b u_0(s) ds = \int_0^t C^T A e^{A(t-s)} b u_0(s) ds.
\]

Similarly, it holds that
\[
\frac{d^{q+1}}{dt^{q+1}} \int_0^t C^T e^{A(t-s)} b u_0(s) ds = \int_0^t C^T A^{q+1} e^{A(t-s)} b u_0(s) ds,
\]
since $C^T A^i b = 0$ for $i \leq q$. Now it follows that
\[
\frac{d^{q+1}}{dt^{q+1}} \int_0^t C^T e^{A(t-s)} b u_0(s) ds = \int_0^t C^T A^{q+1} e^{A(t-s)} b u_0(s) ds + \sum_{i=0}^{l-1} C^T A^{q+i+1} e^{A(t-s)} b u_0(s) ds
\]
\[
+ \sum_{i=0}^{l-1} C^T A^{q+i+1} e^{A(t-s)} b u_0(s) ds.
\]

Thus we see that in the expression above, $l_{\text{max}} = q + 1$, which implies that $y(t)$ has a total of $2q + 2$ continuous derivatives. The theorem then follows.

6. Example—velocity, acceleration and jerk saturation

We will now see how our approach can be applied to the problem of planning trajectories under velocity, acceleration, and jerk saturations. If we assume that our control system is given on the control canonical form
\[
\dot{x} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -a_1 & -a_2 & -a_3 & -a_4 \end{pmatrix} x + \begin{pmatrix} 0 \\ 0 \\ 0 \\ u \end{pmatrix},
\]
\[
y = x,
\] (15)
where $s^4 + a_1 s^3 + \cdots + a_4$ is the characteristic polynomial of the system matrix. It should be noted that even though this system violates Assumption 11, our method still works. The violation of the assumption just means that our resulting output curve will not have the nice differentiability properties discussed in the previous section.

What we want to do is to drive the position, the first state variable, close to given, predefined points. We do not care what $x_j(t_i)$ are for $j = 2, 3, 4$, and we simply set...
\[ \tau_i = \text{diag}(\tau_{i1}, 0, 0, 0). \] If we do not impose any further constraints on the system, such a trajectory can be seen in Fig. 4(a), where the numerical data is given by
\[ x_1(0.2) = 0.5, \quad x_1(0.5) = 0.3, \quad x_1(0.8) = 0.9, \quad x_1(1) = 1, \]
and the figure displays the result where \( a_i = 0, \]
i = 1, ..., 4 in (15).

We now add interval interpolation constraints on the velocity, acceleration and jerk, corresponding to physical saturations:
\[ x_1(t_i) \in [ -M_{\infty}, M_{\infty} ], \quad x_2(t_i) \in [ -4, 4 ], \]
\[ x_3(t_i) \in [ -20, 20 ], \quad x_4(t_i) \in [ -250, 250 ], \]
where \( t_i \in \{0.2, 0.5, 0.8, 1\} \) and \( M_{\infty} \in \mathbb{R}^+ \) is any large enough number. This gives a problem of the form discussed in Section 4.

It should be noted, however, that with this method we do not guarantee that the trajectory is feasible with respect to the saturation limit at all times. That type of constraint corresponds to an infinite dimensional constraint, making the problem much more complex. Instead, with our proposed method, we can only guarantee that we interpolate through the desired intervals at distinct times, but, as seen in Fig. 4(b), that is sometimes enough.

7. Conclusions

In this paper we develop a method for planning trajectories while minimizing a quadratic cost functional over the control input to a linear system. This is done while driving the system in such a way that the generated outputs are quadratically penalized for deviating from the desired points, at the same time as the outputs interpolate through pre-specified intervals at the given interpolation times.

Furthermore, our approach clearly shows how a rich class of output curves, called smoothing splines, can be generated within a coherent, optimal control theoretical framework, based on ideas from both classical optimal control theory and mathematical programming. Our approach is also shown to have nice numerical features since it reduces the interval interpolation problem to a convex, quadratic programming problem that can be solved easily, resulting in piecewise entire output curves.
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