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Abstract

Optimal switch-time control is an area that investigates how best to switch between different control modes. In this paper we present an algorithm for solving the optimal switch-time control problem for single-switch, linear systems where the state of the system is only partially known through the outputs. A method is presented that both guarantees that the current switch-time remains optimal as the state estimates evolve, and that ensures this in a computationally feasible manner, thus rendering the method applicable to real-time applications. An extension is moreover considered where constraints on the switch-time provides the observer with sufficient time to settle. The viability of the proposed method is illustrated through a number of examples.

1 Introduction

The basic question behind the work in this paper can be summarized as follows: If only incomplete information about the state of the system is available, and one would like to solve an optimal switch-time control problem with respect to the true state of the system, how can this be achieved in real-time, i.e. in a computationally feasible manner? The solution that we propose consists of three main building-blocks. The first building block is given by the solution to the optimization problem for a given, initial state estimate/guess. This is computationally expensive and is a price one can only afford to pay ”off-line” in the sense that once the system starts evolving, the exact solution can no longer be obtained from scratch. The second building-block is the construction of a set of dynamical equations that dictate how the current solution to the optimization problem evolves as the state estimate evolves. This ”solution dynamics” must satisfy two properties, namely: (i) It must be computationally cheap, i.e. no extensive computations are allowed as the solution evolves over time. (ii) It must be optimal with respect to the current state estimate. In other words, at all times must the best possible solution to the optimization problem be available. The final building block that is needed is a safe-guard against undesirable behaviors that may arise due to the transient response of the state estimate, e.g. observer over-shoots. We will achieve this by imposing bounds on the possible switching time, thus producing a solution to a constrained rather than free parameter optimization problem.

The outline of this paper is as follows: In Section 2, the solution to the complete state-information problem is recalled and the strategy of using observer-based switch-time control for the partial information case is introduced. The next section (Section 3) presents the solution to the observer-based problem. Moreover, different examples are considered, showing that the proposed solution works well under some conditions, but not under others. In particular, the method fails when the transient observer response forces the system to switch too quickly. This issue is the topic of Section 4, where bounds are introduced on the switch time, ensuring that the observer is given sufficient time to settle. The resulting, constrained optimization problem is solved, and a number of examples illustrate the viability of the proposed solution.
2 Background

2.1 Complete State Information

Consider the problem of finding the switching time \( \tau^* \) that solves the optimization problem \( \Sigma_1(t_0, x_0) \):

\[
\min_{\tau} J(t_0, x_0, \tau) = \frac{1}{2} \int_{t_0}^{T} x(t)^T Q x(t) dt
\]

\( \Sigma_1(t_0, x_0) : \) subject to
\[
\begin{cases}
\dot{x}(t) = \begin{cases} A_1 x(t), & t \in [t_0, \tau) \\
A_2 x(t), & t \in [\tau, T] \end{cases} \\
x(t_0) = x_0.
\end{cases}
\]

Here \( x \) is the \( n \)-dimensional state vector, \( Q = Q^T \) is a positive definite \( n \times n \) weight matrix, and \( A_1 \) and \( A_2 \) are the \( n \times n \) system matrices. The interpretation here is that the system evolves according to \( \dot{x} = A_1 x \) until time \( \tau \), at which point the dynamics become \( \dot{x} = A_2 x \). Such systems arise in a variety of applications, including situations where a control module has to switch its attention among a number of subsystems [13, 15, 19], or collect data sequentially from a number of sensory sources [5, 7, 12].

Recently, there has been a growing interest in optimal switching time control of such hybrid systems, where the control variable consists of a proper switching law as well as the input function \( u(t) \) (see [4, 6, 10, 11, 16, 17, 18, 20]). In particular, in [4] a framework is established for optimal control, while [16, 17, 18] present suitable variants of the maximum principle to the setting of hybrid systems. In [2, 3, 10, 14] piecewise-linear or affine systems are considered, while the special case of autonomous systems, where the term \( u(t) \) is absent and the control variable consists solely of the switching times, is considered in [10, 12, 21, 22]. In particular, in [8, 21, 22] general nonlinear systems are considered together with nonlinear-programming algorithms that compute the gradient and second-order derivatives of the cost functional.

In particular, in [8], the Calculus of Variations were used for finding the first order, necessary optimality conditions for \( \tau^* \), namely

\[
\frac{\partial J}{\partial \tau}(t_0, x_0, \tau^*) = \lambda(\tau^*)(A_1 - A_2)x(\tau^*) = 0,
\]

where the costate \( \lambda \) satisfies

\[
\begin{align*}
\dot{\lambda}(t) &= -x(t)^T Q - \lambda(t) A_2, & t \in [\tau, T] \\
\lambda(T) &= 0.
\end{align*}
\]

Here we have used the convention that the costate is an \( n \)-dimensional row vector. Note that we only obtain locally optimal and not globally optimal solutions, which is all we can hope for in general since \( J \) is nonconvex in \( \tau \). (This follows from the fact that \( e^{A\tau} \) is nonconvex in \( \tau \) for almost all \( A \)-matrices.)

In this case, i.e. in the case where the complete state information is available, we can thus easily produce a gradient descent-based algorithm for actually finding the optimal switching time, e.g.:

\begin{algorithm}
\caption{Algorithm 1:}
\begin{algorithmic}
\State \( \tau = \tau_0 \) (initial guess)
\Repeat
\State solve for \( x(t), t \in [t_0, T] \) forwards
\State solve for \( \lambda(t), t \in [\tau, T] \) backwards
\State \( \partial J/\partial \tau = \lambda(\tau)(A_1 - A_2)x(\tau) \)
\State \( \tau := \tau - \gamma \partial J/\partial \tau \)
\Until \( |\partial J/\partial \tau| \leq \epsilon \)
\end{algorithmic}
\end{algorithm}

Here \( \epsilon > 0 \) is the termination threshold, and \( \gamma \) is the step length in the gradient descent. Note that \( \gamma \) could possibly be varying, e.g. using the Armijo stepsize [1], which was the case in [8, 9]. Note also that such an algorithm involves solving for \( x(t) \) and \( \lambda(t) \) a number of times until the optimal \( \tau \) has been found. In other words, if \( \delta \) is the stepsize used in the numerical integration algorithm, and if a total number of \( M \) gradient descent iterations are needed, the computational complexity is \( O(M/\delta) \), which is a non-trivial computational burden if the optimal \( \tau \) has to be found in real-time, i.e. fast enough with respect to the particular application that is being considered.
2.2 Example: State-Based Switch-Time Optimization

An example of using this algorithm is shown in Figure 1. In this example, the system matrices are

$$A_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix},$$

while the parameters are $\gamma = 0.1$ (step length), $\delta = 0.01$ (temporal discretization), $M = 24$ (total number of iterations). Moreover, $t_0 = 0$, $T = 1$, and the weight matrix is given by

$$Q = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.$$

It should be noted that this system is chosen simply due to the fact that the different modes are unstable along different dimensions.
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Figure 1: In the left figure, the state trajectory progression is depicted (dotted) together with the trajectory obtained using the optimal switching time $\tau^* \approx 0.33$ (solid). (It is in fact straightforward to show that $\tau^* = 1/3$ is the globally optimal solution.) In the right figure, the performance of the gradient descent algorithm is shown through $\tau$ (top) and $|\partial J/\partial \tau|$ (bottom) as functions of the iteration number.

2.3 Partial State Information

We now turn our attention to a slightly different problem, namely the problem of finding the optimal $\tau$ when only partial information is available. By this we understand that only $y(t) \in \mathbb{R}^p$ (and not $x(t)$) is known, where

$$y(t) = \begin{cases} C_1 x(t), & t \in [0, \tau) \\ C_2 x(t), & t \in [\tau, T]. \end{cases}$$

The strategy that we will use is to guess an initial state value, $\hat{x}(0)$ and then solve the computational resource intense optimal control problem for this initial state using the gradient descent algorithm in Algorithm 1, resulting in an optimal switching time $\hat{\tau}(0)$. The idea is that this computation can be performed off-line, i.e. before the system actually starts evolving. Once this happens, we will use an observer for estimating the state, i.e.

$$\dot{\hat{x}}(t) = \begin{cases} A_1 \hat{x}(t) - K_1 (C_1 \hat{x}(t) - y(t)), & t \in [0, \tau) \\ A_2 \hat{x}(t) - K_2 (C_2 \hat{x}(t) - y(t)), & t \in [\tau, T], \end{cases}$$
where $K_1, K_2$ are appropriately chosen observer gain matrices. Moreover, the main idea of this paper is to also update $\dot{\tau}(t)$ in such a way that the following two conditions hold:

1. For all times $t \in [t_0, T]$, $\dot{\tau}(t)$ is optimal given the current state estimate $\dot{x}(t)$.

2. The time evolution of $\dot{\tau}(t)$ must be computationally reasonable.

What these two conditions thus say is that we should only pay the high computational price associated with solving the optimal switch-time control problem for the initial state estimate guess. After that, the switch-time estimate should evolve in such a way that it remains optimal as well as is easy to compute. This is the main topic of this paper.

### 3 Observer-Based Switch-Time Optimization

#### 3.1 Switch-Time Dynamics

This section is concerned with the problem of solving $\Sigma_1(t, \dot{x}(t))$, where $\dot{x}(t)$ is the state of the previously defined observer. For this, we assume that we have been able to compute $\dot{\tau}(0)$ as the solution to $\Sigma_1(t_0, \dot{x}(0))$ using Algorithm 1, where $\dot{x}(0)$ is the initial state estimate. Now, let

$$\dot{\tau}(t) = -\frac{1}{\partial J/\partial \tau(t, \dot{x}(t), \dot{\tau}(t))} \left( \frac{\partial^2 J}{\partial \tau^2}(t, \dot{x}(t), \dot{\tau}(t)) \right) \dot{x}(t).$$

Throughout this paper we will make the explicit assumption that $\dot{\tau}(t)$ is a local minimum to $\Sigma_1(t, \dot{x}(t))$ for all $t \in [t_0, T]$, and hence that the second derivative of $J$ with respect to $\tau$ is strictly positive, which in turn implies that the above expression is well-defined. This assumption may not always hold since extrema are known to not always be continuous across system parameters even though the cost and the constraints may be arbitrarily smooth.

That this is in fact the correct evolution of $\dot{\tau}(t)$ follows directly from the fact that

$$\frac{d}{dt} \left( \frac{\partial J}{\partial \tau}(t, \dot{x}(t), \dot{\tau}(t)) \right) = \frac{\partial^2 J}{\partial \tau^2}(t, \dot{x}(t), \dot{\tau}(t)) \dot{x}(t) + \frac{\partial^2 J}{\partial \tau \partial \dot{\tau}}(t, \dot{x}(t), \dot{\tau}(t)) \dot{x}(t) + \frac{\partial^2 J}{\partial \tau \partial \dot{\tau}}(t, \dot{x}(t), \dot{\tau}(t)) \dot{x}(t) \dot{\tau}(t) + \frac{\partial^2 J}{\partial \dot{\tau}^2}(t, \dot{x}(t), \dot{\tau}(t)) \dot{x}(t) \dot{\tau}(t) \dot{\tau}(t).$$

Hence, as long as $\partial J/\partial \tau = 0$ initially it will remain zero and $\dot{\tau}(t)$ will in fact remain optimal. In the following paragraphs we will compute an explicit expression for this update rule as well as show that it does in fact satisfy the second condition that we imposed, namely that the computational burden associated with evolving $\dot{\tau}(t)$ is low.

From Section 2 we know that

$$\frac{\partial J}{\partial \tau}(t, x, \tau) = \lambda(\tau)(A_1 - A_2)x(\tau),$$

where

$$\begin{cases} 
\dot{x}(s) = \begin{cases} 
A_1 x(s), & s \in [t, \tau) \\
A_2 x(s), & s \in [\tau, T]
\end{cases} \\
x(t) = x \\
\dot{\lambda}(s) = -x^T(s)Q - \lambda(s)A_2, & s \in [\tau, T] \\
\lambda(T) = 0.
\end{cases}$$
It is straightforward to solve these equations for $\lambda$ and $x$, giving

$$
\lambda(\tau) = \int_{\tau}^{T} x^T(s) Q e^{A_2(s-\tau)} ds
$$

$$
x(\tau) = e^{A_1(\tau-t)} x
$$

$$
x(s) = e^{A_2(s-\tau)} e^{A_1(\tau-t)} x, \ s \in [\tau, T].
$$

By plugging these in to the expression for $\partial J/\partial \tau$ we obtain

$$
\frac{\partial J}{\partial \tau}(t, x, \tau) = x^T e^{A_1^T(\tau-t)} \int_{\tau}^{T} e^{A_2^T(s-\tau)} Q e^{A_2(s-\tau)} ds (A_1 - A_2) e^{A_1(\tau-t)} x.
$$

Now, in order to compute the update rule for $\hat{\tau}(t)$, we need the partial derivatives of $\partial J/\partial \tau$, for which it is convenient to define $P(\tau, t)$, $R(\tau, t)$, and $S(\tau, t)$ as

$$
P(\tau) = \int_{\tau}^{T} e^{A_2^T(s-\tau)} Q e^{A_2(s-\tau)} ds
$$

$$
R(\tau, t) = e^{A_1^T(\tau-t)} P(\tau)(A_1 - A_2) e^{A_1(\tau-t)}
$$

$$
S(\tau, t) = R(\tau, t) + R^T(\tau, t).
$$

Using this notation, the partial derivatives with respect to $x$ and $t$ become

$$
\frac{\partial^2 J}{\partial t^2}(t, x, \tau) = -x^T S(\tau, t) A_1 x
$$

$$
\frac{\partial^2 J}{\partial t \partial \tau}(t, x, \tau) = x^T S(\tau, t).
$$

Since we are interested in solving the problem $\Sigma_1(t, \hat{x}(t))$, where $\hat{x}(t)$ is the current state estimate, with $\hat{x}(t) = (A_1 - K_1 C_1) \hat{x}(t) + K_1 y(t)$, $t \in [t_0, \tau)$, we get

$$
\frac{\partial^2 J}{\partial t(\hat{x}(t), \tau)} + \frac{\partial^2 J}{\partial x(\hat{x}(t), \tau)} \hat{x}(t) =
$$

$$
= -\hat{x}^T(t) S(\tau, t) A_1 \hat{x}(t) + \hat{x}^T(t) S(\tau, t) (A_1 - K_1 C_1) \hat{x}(t) + \hat{x}^T(t) S(\tau, t) K_1 y(t)
$$

$$
= \hat{x}^T(t) S(\tau, t) K_1(y(t) - C_1 \hat{x}(t)).
$$

In order to be able to completely specify $\hat{\tau}(t)$ the final expression we need is the second derivative of $J$ with respect to $\tau$:

$$
\frac{\partial^2 J}{\partial \tau^2}(t, \tau) = x^T A_1^T R(\tau, t) x + x^T R(\tau, t) A_1 x - x^T e^{A_1^T(\tau-t)} Q (A_1 - A_2) e^{A_1(\tau-t)} x
$$

$$
= x^T e^{A_1^T(\tau-t)} A_1^T P(\tau) (A_1 - A_2) e^{A_1(\tau-t)} x - x^T e^{A_1^T(\tau-t)} P(\tau) A_2 A_1 - A_2 e^{A_1(\tau-t)} x
$$

$$
+ P(\tau) (A_1 - A_2) A_1 - P(\tau) A_2 (A_1 - A_2) e^{A_1(\tau-t)} x.
$$

Hence, if we let

$$
\Gamma(\tau) = (A_1 - A_2)^T P(\tau) (A_1 - A_2) - Q (A_1 - A_2) + P(\tau) (A_1 - A_2) A_1 - P(\tau) A_2 (A_1 - A_2)
$$

we have

$$
\frac{\partial^2 J}{\partial \tau^2}(t, x, \tau) = x^T e^{A_1^T(\tau-t)} \Gamma(\tau) e^{A_1(\tau-t)} x.
$$

To summarize:

$$
\hat{\tau}(t) = \frac{1}{\hat{x}(t)^T e^{A_1^T(\tau-t)} \Gamma(\tau) e^{A_1(\tau-t)} \hat{x}(t)} \left( \hat{x}^T(t) S(\tau, t) K_1 (C_1 \hat{x}(t) - y(t)) \right).
$$
It should be noted that under the assumption that we have a strict local minimum (i.e. that the Hessian is positive), this expression is well-defined, and, as previously shown, $\dot{\tau}(t)$ is a solution to $\Sigma_1(t, \dot{x}(t))$, which establishes the first property that our solution needed to satisfy. The second property involves the computational burden associated with computing $\hat{\tau}_P$. This is the numerical integration needed for the computation of $P(\tau)$ (since all other operations are simple arithmetic operations.) However, note that

$$\frac{\partial P(\tau)}{\partial \tau} = -Q - A_2^T P(\tau) - P(\tau) A_2$$

and hence we can compute $P(\hat{\tau}(0))$ to a high degree of accuracy “off-line” (at the same time as $\hat{\tau}(0)$ is computed) followed by the following differential equation dictating the evolution of $P(\hat{\tau}(t))$

$$\frac{dP(\hat{\tau}(t))}{dt} = -\left(Q + A_2^T P(\hat{\tau}(t)) + P(\hat{\tau}(t))^T A_2 \right) \dot{\hat{\tau}}(t).$$

An alternative to this computation is given through the well-known integration formula

$$P(\tau) = \int_{\tau}^{T} e^{A_2^T (s-\tau)} Q e^{A_2 (s-\tau)} ds = \left[ e^{A_2^T (T-\tau)} \ 0 \right] A = \left[ -A_2^T \ Q \ 0 \ A_2 \right] \left[ 0 \ I \right].$$

Hence we have an algorithm for updating the optimal switching time that satisfies both properties required from the solution, namely (i) optimality and (ii) computational feasibility.

### 3.2 Example: Observer-Based Switch-Time Optimization

Consider the same system and cost matrices as in Section 2.2, with the addition that $C_1 = C_2 = (1, 1)$. We choose observer gains $K_1$ and $K_2$ such that eig($A_1 - K_1 C_1$) = $\{-6, -6\}$, $i = 1, 2$. In Figures 2-3, two different situations are depicted, corresponding to two different initial state estimates.

In Figure 2, $\dot{x}(0) = (0.6, 0.5)^T$, which is close to the true initial state $x(0) = (0.55, 0.55)^T$. As can be expected, $\hat{\tau}(0) \approx 0.27$ is fairly close to the true optimal switch time $\tau^* = 1/3$. And, as the system evolves, $\hat{\tau}(t)$ approaches that switch time. However, before the observer has converged, $t = \hat{\tau}(t)$ at which point the system switches.

In the upper figure, $x_1(t)$ and $\dot{x}_1(t)$ are depicted (solid) together with $\dot{\hat{x}}_1(t)$ and $\dot{\hat{x}}_2(t)$ (dotted). In the middle figure $\hat{\tau}(t)$ is shown (thick solid) together with the optimal switch time (thin solid), and the line $t = t$ (solid) whose intersection with $\hat{\tau}(t)$ dictates the final switch-time. The lower figure shows $\partial J/\partial \tau$.

Note moreover that the system switches at the point when $\hat{\tau}(t) = t$ and hence no lower bound on $\hat{\tau}(t)$ is needed in order to enforce that $\tau \geq t_0$. In a similar manner, since the time horizon is $[t_0, T]$, the constraint $\tau(t) \leq T$ need not be enforced as well.

In Figure 3, the same observer dynamics is used, with the slight difference that $\dot{x}(t) = (0.5, 0.5)^T$. And, due to the initial, transient response of the observer dynamics, $\hat{\tau}(t)$ is quickly reduced, which also implies that the system switches faster than what would be expected. To remedy this problem will be the topic of the next section, and we start with an initial discussion about this phenomenon.

### 3.3 Unwanted Transient Behaviors

As previously noted, it is possible that the transient behavior (e.g. over-shoot) of the observer dynamics will force the system to switch very quickly. This should not be taken as a fault with the proposed method since we are in fact guaranteeing that the resulting switch-time $\hat{\tau}(t)$ is optimal with respect to the current state estimate. Instead this implies that optimality with respect to the current state estimate may not always be desirable unless additional constraints are imposed on the system. Here, we briefly outline two possible ways in which this can be done.

First, note that the problem encountered is that even though the observers are designed to be asymptotically stable, their transient behaviors may still cause a problem. This is due to the fact that since we
Figure 2: The figure shows how $\hat{\tau}(t)$ evolves (middle figure) until $\hat{\tau}(t) = t$, at which point the system switches. The upper figure displays the state and observer trajectories, while the lower figure shows $\partial J/\partial \tau$.

Figure 3: The undesirable situation is shown where the transient response of the observer dynamics forces the system to switch too quickly.

will switch between modes in finite time, time is never allowed to diverge. One remedy to this problem is to insist that the observer dynamics is incrementally improving. In other words, if we let the observer
error be \( e(t) = \hat{x}(t) - x(t) \) we would want to enforce that \( d\|e(t)\|^2/\!dt < 0, \, \forall t \in [t_0, \tau] \). In other words, we would like
\[
\frac{d\|e(t)\|^2}{dt} = e(t)^T ((A_1 - K_1 C_1)^T + (A_1 - K_1 C_1)) e(t) < 0.
\]
But, it is not always possible to choose the observer gain matrix \( K_1 \) such that this is achieved and hence we leave this proposed solution as a mere observation of what we would like our observer to behave like if possible.

The other possibility is to make sure that the observer is given enough time to settle, i.e. to make sure that \( t = \tau(t) \) can never occur unless \( t \geq \tau_{\min} \) for some lower bound on the switch-time. This bound should be chosen in such a way that the observer has time to settle and, for the sake of completeness, we will also insist on and upper bound \( \tau_{\max} \) as well. The introduction of these bounds changes the optimization problem to a constrained problem, which will be the main topic of investigation in the next section.

4 Constrained Switch-Time Optimization

4.1 Optimality Conditions
As pointed out, one way in which the potentially negative effects originating from the transient behavior of the observer system can be handled is by introducing upper and lower bounds on the switch-time.

\[
\min_{\tau} J(t, x, \tau) = \frac{1}{2} \int_{t_{\min}}^{t_{\max}} x(s)^T Q x(s) \, ds
\]
\[
\Sigma_2(t, x) : \quad \text{subject to } \begin{cases} \dot{x}(s) = \begin{cases} A_1 x(s), & s \in [t, \tau) \\ A_2 x(s), & s \in [\tau, T] \end{cases} \\ x(t) = x \\ \tau \in [\tau_{\min}, \tau_{\max}], \end{cases}
\]

Now, in order to solve \( \Sigma_2(t, x) \) it is no longer enough to find \( \tau(t) \) such that \( \partial J/\partial \tau = 0 \). Instead, the first order necessary Kuhn-Tucker condition will have to serve as the optimality function. In other words, we must have that \( \partial L/\partial \tau = 0 \), where the Lagrangian \( L \) is given by
\[
L(t, x, \tau, \mu) = J(t, x, \tau) + \mu_1 (\tau_{\min} - \tau) + \mu_2 (\tau - \tau_{\max}),
\]
where the multipliers satisfy
\[
\mu_1 = \begin{cases} 0, & \tau > \tau_{\min} \\ \geq 0, & \tau = \tau_{\min} \end{cases} \\
\mu_2 = \begin{cases} 0, & \tau < \tau_{\max} \\ \geq 0, & \tau = \tau_{\max}. \end{cases}
\]

It is straightforward to see that the Kuhn-Tucker conditions become
\[
\frac{\partial J}{\partial \tau} = \begin{cases} 0, & \tau \in (\tau_{\min}, \tau_{\max}) \\ \geq 0, & \tau = \tau_{\min} \\ \leq 0, & \tau = \tau_{\max}. \end{cases}
\]

In other words, we can still use the update rule for \( \tau(t) \) as
\[
\dot{\tau}(t) = - \frac{\partial^2 J}{\partial \tau^2}(t, \dot{x}(t), \dot{\tau}(t)) - \frac{\partial^2 J}{\partial \tau \partial x}(t, \dot{x}(t), \dot{\tau}(t)) \dot{x}(t),
\]
as long as \( \dot{\tau}(s) \in (\tau_{\min}, \tau_{\max}) \). As before, \( \dot{x}(t) \) is given by the observer dynamics, and we denote this update rule as \( \dot{\tau}(t) \), where the subscript \( I \) denotes the fact that \( \tau(t) \) is in the interior of the feasible set.

However, on the boundary of the feasible set, this update rule might no longer give a feasible switch-time. As a remedy, we propose to let \( \dot{\tau}(t) = 0 \) as a remedy to this problem. In other words, if we assume, without loss of generality, that \( \tau = \tau_{\min} \), we would use \( \dot{\tau}(t) = 0 \) if \( \tau = \tau_{\min} \) and
\[
\frac{\partial J}{\partial \tau}(t, \dot{x}(t), \tau_{\min}) > 0.
\]
Moreover, we would also let \( \hat{\tau}(t) \) remain constant if

\[
\frac{\partial J}{\partial \tau}(t, \hat{x}(t), \tau_{\min}) = 0 \text{ and } \hat{\tau}(t) < 0.
\]

This update rule is easily implemented and checked, i.e. no new computations are introduced and what remains to be shown is only that this rule enforces that the resulting \( \hat{\tau}(t) \) is in fact a solution to \( \Sigma_2(t,x) \).

In fact, in the interior of the feasible set, \( \hat{\tau}(t) \) is obviously optimal using the argument from the previous section. Moreover, if \( \partial J / \partial \tau < 0 \), the Kuhn-Tucker conditions are immediately satisfied. The only thing that remains to show is thus that when \( \partial J / \partial \tau = 0 \) and \( \hat{\tau} < 0 \) we do not violate the Kuhn-Tucker conditions by making \( \partial J / \partial \tau < 0 \). In other words, what needs to be shown is that we, in this situation, always have

\[
\frac{d}{dt} \left( \frac{\partial J}{\partial \tau}(t, \hat{x}(t), \tau_{\min}) \right) \geq 0
\]

and we show this by contradiction. In other words, let

\[
\frac{d}{dt} \left( \frac{\partial J}{\partial \tau}(t, \hat{x}(t), \tau_{\min}) \right) < 0,
\]

which implies that for a small enough \( \delta > 0 \)

\[
\frac{\partial J}{\partial \tau}(t + \delta, \hat{x}(t + \delta), \tau_{\min}) < 0,
\]

which furthermore implies that the solution \( \hat{\tau}(t + \delta) \) to \( \Sigma_2(t + \delta, \hat{x}(t + \delta)) \) satisfies

\[
\hat{\tau}(t + \delta) > \tau_{\min}.
\]

This is the case since a negative derivative of the cost implies that the cost is reduced by increasing \( \hat{\tau} \). But, this contradicts the assumption about remaining on the boundray of the feasible set, and hence we have the contradiction. In other words, this choice of \( \hat{\tau}(t) \) does in fact guarantee that the resulting solution is locally optimal to \( \Sigma_2(t, \hat{x}(t)) \).

We summarize the algorithm below:

Algorithm 2:

```
set \( \hat{x}(t_0) = \bar{x}_0 \) initial guess
compute \( \hat{\tau}(t_0, \hat{x}_0) \) as a solution to \( \Sigma_2(t_0, \hat{x}_0) \)
while \( t \leq \hat{\tau}(t, x(t)) \)
    \( \dot{x}(t) = A_1 x(t) \)
    \( \dot{\hat{x}}(t) = A_1 \hat{x}(t) - K_1 (C_1 \hat{x}(t) - y(t)) \)
    \( \dot{\hat{\tau}}(t) = \begin{cases} 0 & \text{if } \tau = \tau_{\min} \text{ and } \frac{\partial J}{\partial \tau} < 0 \\ 0 & \text{if } \tau = \tau_{\max} \text{ and } \frac{\partial J}{\partial \tau} > 0 \\ 0 & \text{if } \tau = \tau_{\min} \text{ and } \frac{\partial J}{\partial \tau} = 0 \text{ and } \dot{\hat{\tau}} < 0 \\ \dot{\hat{\tau}} & \text{otherwise} \end{cases} \)
end
```

4.2 Examples: The Constrained Case

As an example, let us return to the example in Section 3.2. Three different applications of Algorithm 2 are depicted (Figures 4-6) for this system in the constrained case, with \( \tau_{\min} = 0.25 \) and \( \tau_{\max} = 0.5 \).

In Figure 4 a situation is shown where \( \hat{x}(0) = (0.5,0.5)^T \) start out close to the true initial state \( x(0) = (0.55,0.55)^T \) and as a result \( \hat{\tau}(0) \approx 0.330 \) starts out close to the optimal switch time 0.329. But, due to the transient behavior of the observer dynamics, the lower bound is quickly encountered (at \( t \approx 0.025 \)). Moreover, \( \hat{\tau}(t) \) remains equal to \( \tau_{\min} \) until \( t = \tau_{\min} \), at which point the system switches from mode 1 to mode 2.
In the upper figure, $x_1(t)$ and $x_2(t)$ are depicted (solid) together with $\dot{x}_1(t)$ and $\dot{x}_2(t)$ (dotted). In the middle figure $\hat{\tau}(t)$ is shown (thick solid) together with the upper and lower bounds (dotted), the optimal switch time (thin solid), and the line $t = t$ (solid) whose intersection with $\hat{\tau}(t)$ dictates the final switch-time. The lower figure shows $\partial J/\partial \tau$ and, as expected, this derivative remains positive as long as $\hat{\tau}(t) = \tau_{\text{min}}$.

In Figure 5, the situation is slightly different, with $\hat{\tau}(0) = \tau_{\text{min}}$, and $\dot{x}(0) = (0.65, 0.45)^T$. It should be noted that, as expected, when $\partial J/\partial \tau = 0$ $\hat{\tau}(t)$ no longer stays constant, which happens at $t \approx 0.16$. In the last figure (Figure 6, $\dot{x}(0) = (0.7, 0.7)^T$ and as a result $\hat{\tau}(t) = \tau_{\text{max}}$ at $t \approx 0.025$, while $\hat{\tau}(t)$ starts moving back in to the interior of the feasible set at $t \approx 0.44$. It should be noted that no claims about $\hat{\tau} \to \tau^*$ can be made since this asymptotic property is a luxury that we can not afford due to the fact that the system switches from mode 1 to mode 2 in finite time ($\leq \tau_{\text{max}}$).

5 Conclusions

An algorithm was presented for solving the optimal switch-time control problem when the state of the system is only partially known through the outputs. This algorithm was constructed in such a way that it both guarantees that the current switch-time remains optimal as the state estimates evolve, and that it ensures this in a computationally feasible manner, thus rendering the method applicable for real-time applications. An extension was moreover considered where constraints on the switch-time ensures that the observer is given sufficient time to settle. Planned extensions to the work in this paper concern the nonlinear case, as well as the case when the system undergoes multiple switches.
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Figure 5: Here $\hat{\tau}(0) = \tau_{\min}$ but after a while it moves in to the interior of the feasible set.

Figure 6: Here $\hat{\tau}(0) \in (\tau_{\min}, \tau_{\max})$ but after a while it becomes equal to $\tau_{\max}$ and stays at this upper bound for a while before moving back in to the interior of the feasible set.


